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Abstract

The development of mathematical modelling to describe free-surface potential flow around
ships and floating offshore structures is discussed giving an overview of recent developments
and results, such as wave resistance, first and second order wave forces in seakeeping and
offshore problems. It is shown that analytic methods are still useful or even necessary to
analyse the properties of the numerical schemes, e.g. to evaluate numerical stability and
numerical dispersion.
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1 Introduction
At the end of the nineteenth century the first useful theoretical results in the field of ship motions
and wave resistance are obtained. In 1861 William Froude studied the roll motions of ships in
beam seas and Kriloff, in 1898, presented a general theory to describe the six degrees of motion.
Their theory is based on severe physical simplifications, they considered the forces due to the
pressure distribution of the undisturbed wave. With this so called Froude-Kriloff hypothesis the
first comparisons of computed and measured ship motions are carried out. Michell succeeded in
1898 to incorporate the body disturbance to determine the wave resistance for a ship in a calm
sea. His integral representation gives reasonable accurate results for the wave resistance of thin
ships at higher Froude numbers, where the Froude number is defined as Fn

� U
���

gL, where
U is the ship speed and L its length. For a long time the prediction of the wave resistance has
been carried out by variants of Michell’s integral. The results became unsatisfactory in the time
one became interested in building large blunt vessels such as VLCC’s. Their Froude number is
low and especially near the bow the assumptions on which thin ship theory is based are violated.
It turned out that the wave resistance is overestimated severely in this case. In the field of sea
keeping the need for hydrodynamic coefficients and wave diffraction effects became apparent
earlier and it was in 1929 that Lewis presented his two dimensional analytic theory to estimate
the hydrodynamic coefficients for ship-like sections in short waves. Since then many extensions�
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and improvements are obtained by analytic methods.

Based on two-dimensional results Korvin-Kroukovsky and Jacobs (1957) developed a quasi
three-dimensional so called strip theory to compute three dimensional ship motions, it takes care
of forward speed effects in an aproximate way. This method is extended by several authors and
leads to acceptable results for many applications. At this moment it is still in use and sometimes
the results are superior to computations by fully three-dimensional codes.

In the field of aerodynamics Hess and Smith (1962) demonstrated successfully the applica-
tion of the integral equation method to solve a variety of flow and acoustic problems. Due to the
presence of the free surface it has taken some time before a straightforward application of this
method in the field of ship waves has led to efficient computer codes. Since then the main em-
phasis in research seems to have shifted towards the development of numerical methods and fast
computer codes. The skills to develop analytic models as a tool seem to have diminished. We are
now in the stage that this trend of neglecting analytic skills reverses for several reasons. It can
be that for special applications, for instance the wave resistance for extremely blunt bodies, one
has to rely on the insight obtained by asymptotic expansions to decide what effects have to be
taken into account acurately. In the case of linear wave diffraction by objects, at zero speed, the
free surface Green’s function needs many analytic manipulations to make it tractable compution-
ally. On the other hand if one shifts to the time-domain and uses Rankine sources the problem
arises that one likes to keep the computational domain as small as possible. One of the ways to
force proper radiation can be done by a special formulation, where analytic manipulations play
a role, of the outer region. The advantage of these methods is that one can shift to more general
problems easely, the effects of forward speed or non-linear free surface effects can be taken into
account. Analytic methods are also needed to analyse the properties of the numerical schemes,
for instance numerical stability must be guaranteed, but also the effects of numerical dispersion
may be of importance for certain applications.

In the following sections of this paper we will demonstrate the role of analytic methods in
the development of these numerical algorithms. In the next section we consider the case of the
still water resistance. Most of the presented material can be found in the doctor-thesis of Raven
(1996). In the third section the zero speed harmonic case, as treated in the thesis of Huijsmans
(1996), together with the unsteady moderate speed sea-keeping problem, related to the theses of
Prins (1995) and Sierevogel (1998), are considered. The high Froude number sea-keeping work
of Bunnik (1998) is a combination of methods derived by Raven, Prins and Sierevogel. In the
fourth section the schemes are analysed with analytic methods.

2 Wave resistance
We restrict ourselves to the non-viscous part of the resistance felt by the ship at constant speed
in still water. The flow is assumed to be irrotational. This means that we only consider the field
around the ship that can be described by a steady potential field, where the steady velocity vector
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can be described as �
V � �x � � ∇Φ � �x �

As a consequence of the incompressibility of the fluid the potential Φ fulfills the Laplace equa-
tion ∆Φ � �x � � 0. The pressure distribution in the fluid then follows by means of the stationary
Bernoulli equation

p � �x �
ρ 	 gz 	 ∇Φ 
 ∇Φ � C

where C is a constant. The boundary conditions are given on the hull and the free surface. On
the hull we have Φn

� 0, while at the free surface, z � ζ � x � y � , the dynamic boundary condition
reads p � �x � � p0, the atmospheric pressure, and the kinematic condition Φn

� 0. Besides the
conditions mentioned a far field condition for the disturbances has to be imposed. This so called
radiation condition states that the disturbance is non-wavy far upstream. Downstream a wave-like
behaviour must be present. The upstream condition reads

Φ � Ux 	 O � 1�
x2 	 z2

� for x �� ∞

where U is the ship’s speed.
The major difficulty in solving this boundary value problem stems from the highly non-linear
free surface condition. The classical approximation of Michell consists of a linearization with
respect to the unperturbed potential

Φ � �x � � Ux 	 φ � �x �
The linearized free surface condition becomes

U2φxx 	 φz
� 0 at z � 0 (1)

This condition is only valid if one introduces a small parameter, for instance the beam/length
ratio, and if the perturbation potential φ is small with respect to the unperturbed flow, uniformely.
In this case, if the symmetric ship hull is defined as y � f � x � z � , the well known formula of Michell
for the resistance reads,

R � 4ρg2

πU2

� π � 2

0 � P 2 � θ � 	 Q 2 � θ ��� sec3 θ dθ (2)

where
P � θ � � ���

H
fx � x � z � eκzsec2 θ cos � κxsecθ � dx dz

Q � θ � � ���
H

fx � x � z � eκzsec2 θ sin � κxsecθ � dx dz

with the wave-number κ � g
�
U 2.

This result can be used for a wide range of hull forms, even for rather blunt bodies. In the latter
case it is observed that the results become worse if one considers low Froude numbers. One may
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say that the fact that the approximation of the potential is not uniformely valid, especially near
the stagnation points, becomes apparent in the numerical results obtained by the Michell inte-
gral. Near the stagnation points the local wave-number is much smaller than the wave-number κ
related to the unperturbed flow velocity U .

Due to the short wave length phenomenon at low speed some efforts are made to apply the ray
method, well known in acoustic diffraction, but before doing so one has to decide about what free
surface condition is essential in this region. Several authors have derived linearized free surface
conditions applicable at low speed. Finally Eggers (1981) derived a condition that is asymptot-
ically consistent, as shown by Hermans and Van Gemert (1989), later. In the doctor thesis of
Brandsma (1987) an equivalent free surface condition is used and the ray method is successfully
to obtain the wave pattern and an approximate of the wave resistance for bodies with a wedge-
shaped bow and stern. The values of the resistance are well below the ones determined with
Michell’s formula. In this approach the potential is decomposed as a superposition of the ’dou-
ble body’ potential Φr � �x � and a perturbation potential φ � �x � . This is intuitively a good approach,
because at low speed the measured fluid velocity near the bow is very good approximated by the
double body fluid velocity as was found by Baba (1976). Hermans and van Gemert (1989) have
shown that this choice is the only correct one in the asymptotic theory. Hence, we write

Φ � �x � � Φr � �x � 	 ϕ � �x � (3)

where Φr � �x � fulfils the condition Φrz � �x � � 0 at z � 0. If the potential function is determined
we may compute the free surface elevation by means of the dynamic free surface condition. It
will be clear that the ’double body potential’ leads to an elevation, ζr � x � y � , just as well. So it is
possible to transform the free surface condition for ϕ � �x � to this level. An easier way to do this is
to introduce a new z-coordinate z � � z  ζr � x � y � . This also influences the Laplace operator, but it
can be shown that it only gives rise to lower order term with respect to the small Froude number.
Discarding the accent we get the following linearized free surface condition,

ϕz 	 1
g � Φ2

rxϕxx 	 2ΦrxΦryϕxy 	 Φ2
ryϕyy �	 � 3ΦrxΦrxx 	 2ΦryΦrxy 	 ΦrxΦryy � ϕx 		 � 3ΦryΦryy 	 2ΦrxΦrxy 	 ΦryΦrxx � ϕy

� D � x � y � at z � 0 (4)

where the function D � x � y � only depends on Φr

D � x � y � � ∂
∂x � Φrx � x � y � 0 � ζr � x � y � � 	 ∂

∂y � Φry � x � y � 0 � ζr � x � y � � (5)

Expansion of (4) with respect to the z � 0 in the original coordinate system leads to the linearized
free surface condition of Eggers.

Based on this free surface condition Brandsma (1986) applied the asymptotic ray method. As-
suming for large values of the wave-number κ � g

U2 a far-field solution of the form,

ϕ � �x � � ℜ ��� U
iκ

a0 � �x � 	 U� iκ � 2L
a1 � �x � 	 
�
�
�� exp � iκS � �x ��� �!� (6)
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one may obtain at the free surface for the phase function S � x � y � and the first term of the expansion
of the amplitude function a0 � x � y � the eikonal of the form:� MS � 4 "� ∂S

∂x
� 2 #� ∂S

∂y
� 2 � 0 at z � 0 � (7)

where the differential operator M is given as

M � 1
U

� Φrx � x � y � 0 � ∂
∂x 	 Φry � x � y � 0 � ∂

∂y
� �

and along the characteristics of this eikonal equation the transport equation of the form

da0

dx
� f � x � a0 (8)

with

f � x � �  1
2 � MS �%$ 2∆S 	 M2S  ∇ζr 
 ∇S  Φrzz

U MS
2MSΦrx &� MS � $ 2Sx '

This approach may be applied to simplified ship forms, in those cases one may show that main
contribution to the wave-pattern is generated at the bow and the stern and expressions may be
obtained for the excitation coefficients needed as initial conditions for the transport equation.
The ray patterns for a lens-shaped body with bow and stern angle equal βb

� π
�
8 are shown in

figure (1).

The wave resistance is computed with the help of the far field expansion.

Rw
� 1

2
ρπU2

�)( π � 2$ π � 2 * A � θ � * 2 cos3 θ dθ (9)

where A � θ � is the free wave spectrum in the far field behind the ship. This formulation of the
wave resistance follows from conservation of momentum around the ship. Numerical results for
the the wave resistance are shown in figure (2). This method gives some insight in the phenomena
that are of importance but, due to the severe geometrical limitations, it is not appicable for general
hull forms.

Dawson (1977) suggested a direct numerical approach. The potential is written as a superposition
of the double body and a perturbation potential as in (3). He uses a simplified free surface
condition consisting of derivatives along the stream lines of the double body potential.� Φ2

rlϕl � l 	 ϕz
� 2Φ2

rlΦrll at z � 0 (10)

The boundary value problem is solved by means of a distribution of Rankine sources along the
free surface and the ship hull. The velocity components at the free surface expressed, as integrals
over the distributions of the unknown source strength, are obtained by differentiation. The latter
expressions are differentiated by means of a finite difference operator to express the second
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present theory.

order derivatives of the potential function in the unknown source strengths. The integrals are
discretized by a panel method. Because the free surface condition expresses the z-derivative of
the potential in derivatives of the velocity component along the stream-lines one may write these
derivatives by a finite difference scheme easely if a stream-line paneling is chosen. The radiation
condition indicates that an upwind finite difference operator may be a good choice. This turned
out to be a good choice. Several authors have improved this concept of Dawson and finally it
is the basis of many well tested solvers. The codes are used for many practical case in an early
stage of the design of ships. An overview of its applicabillity can be found in Raven (1996).

Despite its success there are several shortcoming of the Dawson approach. For instance for blunt
ships at low forward speed the pressure integration along the hull may render values of the wave
resistance that are not close to the measurements systematically. The computed values sometimes
are negative. Refinement of the mesh shows that in those cases one finds convergence to this
erroneous value, while the wavy pattern along the hull looks very realistic. The first suggestion
was to make the linearized free surface more realistic. Raven considered the influence of several
terms in the free surface condition. For instance he studied effect the transfer terms, not taken
into account in (10), and he also replaced (10) by (4). The latter is the most complete linearized
free surface condition. In several cases the wave pattern becomes better than the ones obtained
originally, however, the computations of the wave resistance remains inaccurate or even negative.
This was the main reason for the development of a fully non-linear code. The resulting RAPID
(RAised Panel Iterative Dawson) code improved both the wave profile and the values of the wave
resistance for a broad class of ships. In both the Dawson and the RAPID code a transom stern
can be taken into account. This necessitates some extra mathematical modelling of the local flow.

The question remains whether a mathematical analysis of the underlying concepts may improve
the approach. For instance, numerical experiments have shown that the choice of the collocation
point and the distance of the raised panels to the physical surface are crucial for the performance
of the scheme. For this purpose an accuracy analysis may be carried out. For the final formulation
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this may result in a heavy computational excercise. However, the analysis of a simple case
sometimes gives sufficient information. Raven (1996) analysed the effect of several choices
in his method by applying his analysis to the 2D case with the simplified Kelvin free surface
condition (1). In the next section it will turn out that in our approach to solve the sea keeping
problem a similar analysis is needed for the choice of an appropriate scheme, hence, we address
this analysis in section 4.

x + L
Figure 3: Hull wave profile (ζ

�
L) predictions, Wigley hull, Fn � 0 ' 316, 
,
 Kelvin, -- RAPID,. DAWSON

Results
Here we have selected some of the results obtained by Raven (1966). In his study a variety of
hull forms is discussed. We restrict ourselves to a Wigley hull and a Series 60 hull. Details of the
particular hull forms can be found in Raven (1996). In figure 3 the effect of different methods in
the calculation of the wave profile along a Wigley hull at Fn

� 0 ' 316. For this unusual slender
hull (L

�
B � 10) it is apparent that nonlinear effects are significant. It is found that the profile

obtained with the nonlinear agrees with the wave profile measured in the ITTC Cooperative Ex-
perimental Program. The only exception is the height of the bow wave, which is on a very fine
grid about 11% less than in the experiment. This deviation could be due to spray, which makes
an experimental bow wave determination rather uncertain, but it is likely that it at least partly has
to do with incomplete resolution of the singular behaviour at the bow. The effect seems to be
quite localised.

For the Series 60 Cb=0.60 model longitudinal and transverse wave cuts are measured (Fn
�

0 ' 316) at the Iowa Institute of Hydraulic research. Figure 4 shows the nonlinear and linearized
predictions for some longitudinal cuts. The differences are small in this case, but the nonlinear
result is consistently the best. Both linearized methods slightly underestimate most wave am-
plitudes; the Kelvin results in addition has a phase lag at a distance from the hull. Only the
nonlinear results seem to include all high-wavenumber contributions. Figure 5 compares the
predicted wave resistance with some experimental data (Iowa Inst.) for the residual resistance.
While the agreement is excellent, it must be noticed that for this case experimental results from
various tanks appeared to have a substantial scatter. Moreover, the predictions actually seem to
be on the high side; no form factor has been used to estimate the viscous resistance, so the vis-
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x + L / 0 0 5
Figure 4: Longitudinal wave cuts for Series 60 model,
Fn � 0 ' 316

Fn

Figure 5: Predicted wave resistance
and experimental residual resis-
tance coefficients (Cw 1 100), free
trim and sinkage

cous drag is included in the residual resistance data. Anyway, the shape of the resistance curve
is quite accurately reproduced.

3 Potential theory for ship motions
In literature a variety of methods to compute the first order potentials can be found. For zero for-
ward speed the most commonly used method is based on the application of Green’s theorem to
the fluid domain, or based on a source distribution, using the harmonic Green’s function, which
obeys the linearised free surface condition. Some computer codes are commercially available,
they treat both the infinite depth or the finite depth case. Newman (1985,1992) and Noblesse
(1982), independently, made ingeneous fast codes to compute the Green’s function and its deriva-
tives. The sources of the codes are either commercially or freely available. The panel method
codes developed with these source functions vary widely from zero order (constant) to higher
order methods, there are also codes making use of spline approximations.

Meanwhile codes are developed that make use of simple Rankine, 1
r sources, so they consist of

source distributions over the object and the free surface, one of the first successful efforts can be
found in the work of Yeung (1973). This can be done in the frequency-domain or in the time-
domain. The linearised versions consider the free surface source distribution along z � 0, while
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the nonlinear versions may have a distribution at the actual free surface. In the latter case the free
surface is determined iteratively. Also, the source strength on a panel can be described by lower
or higher order appoximations.

To compute the diffraction of waves in a current or by a steadily moving object there is a Green’s
function available that obeys the linearized free surface condition for harmonic waves in a uni-
formly constant flow. Some attemps to use this Green’s function in a similar code as described
above did not give a substantional improvement of the results obtained by the classical widely
available strip-theory. This strip-theory, in principle, makes use of the slenderness or thinness.
Hence, the the stationary potential is approximated by the unperturbed flow. This theory leads
to an approach that is two-dimensional, sideways, in nature. Three-dimensional effect are taking
into account by means of the interaction of adjacent strips. The modified strip theory gives rather
accurate results for a large class of ships. However in the case of full bodied ships and offshore
structures in current this appraoch is not reliable. The frequency-domain and time-domain meth-
ods based on a superposition of the double body potential and the wave potential may lead to a
significant improvement.

In the next subsections we discuss two different ways to compute the first order diffraction and
radiation potential superimposed on the double body potential. These approaches are suitable
for low to moderate forward velocity or current. At high speed it is expected that these methods
have to be improved, see Bunnik(1998).

3.1 Slow speed approximation
We first derive the equations for the potential function Φ � �x � t � , such that the fluid velocity

�
u � �x � t �

is defined as
�
u � �x � t � � ∇Φ � �x � t � . The total potential function will be split up in a steady and a

non-steady part in a well-known way:

Φ � �x � t � � Ux 	 φ � �x;U � 	 φ̃ � �x � t;U �
In this formulation U is the incoming unperturbed velocity field, obtained by considering a co-
ordinate system fixed to the ship moving. The time dependent part of the potential consists of an
incoming, diffracted and radiated (for six modes of motion) wave

φ̃ � �x � t;U � � φ̃inc � �x � t;U � 	 φ̃ 2 7 3 � �x � t;U � 	 6

∑
i 4 1

φ̃ 2 i 3 � �x � t;U �
at frequency ω � ω0 	 k0U cosβ, where ω0 and k0

� ω2
0
�
g are the frequency and wave number

in the earth fixed coordinate system, while ω is the frequency in the coordinate system fixed to
the ship. The waves are incident under an angle β, with respect to the current. To compute the
wave drift forces all these components will be taken into account.
The equations for the total potential Φ can be written as:

∆Φ � 0 in the fluid domain De
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At the free surface we have the dynamic and kinematic boundary condition:

gζ 	 Φt 	 1
2∇Φ 
 ∇Φ � Cst

Φz  Φxζx  Φyζy  ζt
� 0 5 at z � ζ (11)

At the body surface we have:
∂Φ
∂n

� �
V 
 �n

where
�
V is the body velocity relative to the average body fixed coordinate system.

We assume that the waves are high compared to the Kelvin stationary wave pattern, but that they
are both small in nature, hence the free surface boundary condition can be expanded at z � 0. We
first eliminate ζ, this leads to the following boundary condition:

∂2

∂t2 Φ 	 g
∂
∂z

Φ 	 ∂
∂t

� ∇Φ 
 ∇Φ � 	 1
2

∇Φ 
 ∇ � ∇Φ 
 ∇Φ � � 0 at z � ζ (12)

To compute the first order wave potential the free surface has to be linearized first. We assume
φ̃ � �x � t;U � � φ � �x;U � exp �6 iωt � , then for i � 1 � '�'�' � 6 the free surface condition at z � 0 can be
written as:  ω2φ  2iωUφx 	 U2φxx 	 gφz

� D � U ;φ � � φ � at z � 0 (13)

while for the diffracted potential φ 2 7 3 the last term has to be repalced by D � U ;φ � � φinc 	 φ 2 7 3 �
and where D � U ;φ � is the following linear differential operator acting on φ. The quadratic terms
in φ are neglected.

D � U ;φ � � φ � �  iω � � φxx 	 φyy � φ 	 2∇φ 
 ∇φ �	 � 2Uφx 	 φ2
x � φxx 	 2 � U 	 φx � φyφxy 	 φ2

yφyy	 � 3Uφxx 	 φxφxx 	 φyφxy � φx 	 � 2Uφxy 	 φxφxy 	 φyφyy � φy

The linear problems for φ 2 i 3 with i � 1 � '�'�' � 7 are solved by means of a source distribution along
the ship hull, its waterline and the free surface z � 0. We write for each potential function:

4πφ � �x � �  �7�
S

σ � �ξ � G � �x � �ξ � dSξ 	 U2

g

�
WL

αnσ � �ξ � G � �x � �ξ � dsξ	 iω
g

�7�
FS

G � �x � �ξ � D � φ � dSξ for
�
x 8 De (14)

The function G � �x � �ξ � is the Green’s function that obeys the free surface condition (13) with D
equals zero and αn

� �
ex 
 �n, where

�
ex equals the unit vector in the x-direction. In general the

boundary conditions on the ship are given in the form:

∇φ 2 j 3 
 �n � V 2 j 3 � �x � for
�
x 8 S and j � 1 � '�'�' � 7

where V 2 j 3 is the normal velocity due to the motion in the j’th mode with j � 1 � '�'�' � 6 and V 2 7 3
equals the normal velocity of the incident oscillating field. So V 2 j 3 , with j � 1 � '�'�' � 3, correspond
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to the translation components
�
X � �

X̃ exp �6 iωt � and, with j � 4 � '�'�' � 6, to components of the
rotational motion

�
Ω � �

Ω̃exp �9 iωt � relative to the centre of gravity
�
xg of the body. The combined

displacement vector is given by
�
α � �

X 	 �
Ω 1 � �x  �

xg � � �
α̃exp �6 iωt � . In general notation we

write
∂φ
∂n

�  iω
�
α̃ 
 �n 	 � � ∇ � Ux 	 φ �:
 ∇ � �α̃ &� �α̃ 
 ∇ � ∇ � Ux 	 φ � � 
 �n

This leads to an equation for the source strength, where we omitted the index i again: 2πσ � �x �: �;�
S

σ � �ξ � ∂
∂
�
nx

G � �x � �ξ � dSξ 	 U2

g

�
W L

αnσ � �ξ � ∂
∂
�
nx

G � �x � �ξ � dsξ	 iω
g

�<�
FS

∂
∂
�
nx

G � �x � �ξ � D � φ � dSξ
� 4πV � �x � for

�
x 8 S (15)

This equation can be solved iteratively in principle, however an accurate numerical evaluation
of the complete Green’s function is rather elaborate. Therefore we make use of the fact that U
is small, keeping in mind that there are two dimensionless parameters that play a role, namely
τ � ωU

g = 1 and ν � gL
U2 > 1. The source potentials and the strengths can be evaluated as

perturbation series with respect to τ

σ � �ξ � � σ0 � �ξ � 	 τσ1 � �ξ � 	 σ̂ � �ξ;U � (16)

φ � �x � � φ0 � �x � 	 τφ1 � �x � 	 φ̂ � �x;U � (17)

where σ̂ and φ̂ are O � τ2 � as τ � 0, while the expansion of G is less trivial. We write:

G � �x � �ξ;U � �  1
r 	 1

r �  � ψ0 � �x � �ξ � 	 τψ1 � �x � �ξ � 	 
�
�
 (18)
�
�
 ψ̃0 � �x � �ξ � 	 ν $ 1ψ̃1 � �x � �ξ � 	 
�
�
?�
The first term between brackets corresponds to the Green’s function at zero forward speed, for
which there exist several fast computer codes. The second term is the modification due to small
values of the forward velocity. Computations can be carried out by means of a modification of
the existing fast code. Nonuniformities can be taken care of as described by Huijsmans (1996).
The third term between brackets is the one that describes the Kelvin effect on the wave Green’s
function. Hermans (1987) explains how one takes care of this term that is linear in ν and therefore
tends to infinity as U goes to zero. In practice the first two terms are computed in the expansions
of the potentials and the source strengths for the excitation and the six modes of the motion. This
approach is easily applied to the situation of deep water. For finite water depth the evaluation
of the Green’s function for finite velocities leads to terms that are not as easy to compute as in
the deep water case, where all the expressions needed can be expressed in derivatives of the zero
speed Green’s function.
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3.2 Time-domain simulation
Recently Prins (1995) and Sierevogel (1998) developed a time-domain method to compute the
first order time dependent part of the potential function. With this approach the complete poten-
tial function is written as follows:

Φ � �x � t � � Φ � �x � 	 ψ � �x � t �
For small values of the forward velocity the stationary potential Φ � �x � is approximated by the
double-body potential with zero vertical velocity at the mean free surface z � 0. We insert this
expression in 12 and linearise the resulting expression at z � 0, we obtain:

∂2ψ
∂t2 	 g

∂ψ
∂z 	 2∇Φ 
 ∇∂ψ

∂t 	 1
2

∇ � ∇Φ 
 ∇Φ �@
 ∇ψ 	 ∇Φ 
 ∇ � ∇Φ 
 ∇ψ �A
1
2
� ∇Φ 
 ∇Φ  U2 � � ∂2ψ

∂z2 	 1
g

∂3ψ
∂t2∂z

�  ∂2Φ
∂z2 � ∇Φ 
 ∇ψ 	 ∂ψ

∂t
� � 0 at z � 0 (19)

The solution method is based on the applications of Green’s theorem for the fluid domain. For
x 8 ∂V we write:

1
2

ψ � �x � t � � �
∂V B ψ � �ξ � t � ∂G � �x � �ξ �

∂nξ
 ∂ψ � �ξ � t �

∂nξ
G � �x � �ξ �6C dS (20)

In this formulation the Green’s function is chosen as the point-source at
�
x � �

ξ obeying the bottom
condition, hence

G � �x � �ξ � � 1
4π B 1* �x  �

ξ * 	 1* �x  �
ξ D * C

where * �x  �
ξ D * is the distance to the source point reflected with respect to the flat bottom at z �  h.

The integration is taken over the object, the free surface z � 0 and the outer closing boundaries.
If one assumes the time-dependent potential to be a superposition of the nondisturbed incident
wave, the diffracted wave potential and the radiation (motion) potential one can compute the
diffracted or the radiated by imposing the free surface condition and the body boundary condi-
tion. The closing boundaries need some extra care, one should impose a proper non-reflecting
boundary condition. The differentiations along the free surface are handled by means of a central
or upwind difference scheme, while the time differentiation is treated with an implicit difference
scheme. In the next section we give the analysis of the consequences of the choice of the kind
of scheme, to be chosen. In principle, we want to be able to compute the disturbance due to
a general non-harmonic incident wave. We also want to keep the computing area as small as
possible. This makes the choice of the non-reflecting boundary condition at the outer boundaries
non trivial. For harmonic waves and the boundaries far away we may choose a Sommerfeld
type of condition, taking care of the two families of waves in the uniform current time harmonic
case. This has been done by Prins (1995). Sierevogel (1998) implemented a formulation for the
general case. Several efficient methods are available, the method we implied is of the class of
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semi-discrete DtN-method, see Keller and Givoli (1989). The number of unknowns in the equa-
tions is increased by a small amount namely the amount of elements at the outer boundaries. This
approach is very efficient, it leads to a minor increase of computation time. The outer boundaries
can be chosen at a rather small distance, depending on the wavelength and the steady velocity
disturbance. An extensive study of non-reflecting boundary conditions for the acoustic case can
be found in the book of Givoli (1992).

The time-derivatives at the free surface is written by means of an explicit difference scheme at
t � � n 	 1 � ∆t as follows:

ψn ( 1
z 	 µψn ( 1 � µL � ψn � ψn $ 1 ��
�
�
�� (21)

where µ � 2
g 2 ∆t 3 2 and L � ψn � ψn $ 1 ��
�
�
�� is a linear operator depending on previous time steps only.

If one takes the outer domain far enough, such that the steady potential can be approximated by
the undisturbed flow Ux the right hand side can be written, for a second order difference scheme,
as

L � ψn � ψn $ 1 ��
�
�
E� � 5ψn  4ψn $ 1 	 ψn $ 2  U∆t
2

� 5ψn
x  8ψn $ 1

x 	 3ψn $ 2
x � � U∆t � 2

2
� 3ψn

xx  3ψn $ 1
xx 	 ψn $ 2

xx �
If the far field approximation of the steady field is not accurate enough in the right hand side also
terms with the perturbed steady potential are involved. Furthermore the method is based on a
the application of Green’s theorem to the exterior domain. The Green’s function obeys the field
equations, bottom condition and the homogeneous free surface condition. In the deep water case
it has the form,

4πG � �x � �ξ � �  1
r

 � ∞

0

k  µ
k 	 µ

ekZJ0 � kX � dk (22)

where X is the horizontal distance, X 2 � � x  ξ � 2 	 � y  ζ � 2 and Z � z 	 ζ. If one compares
this formula with the ordinary ’wavy’ Green’s function, see Wehausen and Laitone (1960) one
notices that the only difference is the sign in front of the parameter µ, this was already visible in
the formulation of the discretized free surface condition. The fact that the integrand of (22) does
not have a pole on the real k axis makes it easy to compute. It can be rewritten in analogy with
Noblesse (1982) as follows

4πG � �x � �ξ � �  1
r

 1
r1 	 2

� ∞

0

e $ kF
k
µ  Z � 2 	 X2

dk (23)

The integral can be computed passable quickly, using fast Gauss-Laguerre integration routines,
which integrate funsions written as G ∞

0 e $ x f � x � dx. If one integrates over the panel at the free
surface first and then with respect to k the panel can be taken rather large to obtain sufficient
accuracy. This operation has to be done once, because each time step a matrix vector multipli-
cation takes care of the known right-hand side, also obtained by matrix vector multiplication, of
the free surface condition. In the finite water depth case this procedure can be carried out, just as
well. Details can be found in Sierevogel (1998).
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4 Analysis of the difference schemes
The choice of the difference scheme for the derivetives at the free surface influence the perfor-
mance of the codes heavily. Nakos (1990), Raven (1996), Sierevogel (1998) and Bunnik (1998)
applied comparable analyses to their particular schemes. We will follow the analysis of Sierevo-
gel and at the end show results of Raven as well.

Inaccuracies appear when the numerical actual wavelength differs from the actual one, this dif-
ference is called dispersion, or when the wave amplitude decreases or increases, this is called
damping or amplification. Instabilities apear when the wave amplitude increases rapidly. These
inaccuracies and instabilities depend on the discretization of the time and space, thus on the panel
size and time step, or on the order of the difference scheme, for instance. The increase in the for-
ward speed in section 3.2 causes numerical instabilities if at the free surafce a central difference
scheme is chosen. If one chooses an upwind scheme in the direction of the streamlines of the
steady flow they disappear. In the sequel we will show how the schemes can be analysed, such
that a proper choice can be made.

For simplicity, this analysis is restricted to a 2D test problem and the steady potential is approx-
imated by the unperturbed flow potential Ux. Bunnik (1998) extended this approach to the 3D
case. The linearized free surface condition (19) reduces to

gψz
�  ψtt  2Uψxt  U2ψxx at z � 0 (24)

At the free surface z � 0 we express the value of the potential function ψ � �x � t � in terms at the free
surface and an integral at the body in a suitable way for the acuracy analysis. Making use of (24)
the Green theorem leads to

1
2

ψ � x � 0 � t �@ 1
g

�
F

� ∂2

∂t2 	 2U
∂2

∂ξ∂t 	 U2 ∂2

∂ξ2 � ψ � ξ � 0 � t � G � x  ξ � dξ � RHS (25)

with the right hand side, rewritten formally as a convolution

RHS � �
∂S H f I ψGnξ  Gψnξ J dΓ : � �

F
f � ξ � t � G � x  ξ � dξ (26)

where f shall be formulated later on. The Green’s function in this formulation is the simple
source function 1

2π logr. Formally we rewrite equation (25) with the ’free-surface operator’ W
as

W � x � t � ψ � x � t � � f � x � t � (27)

where we shortened the notation for ψ � x � 0 � t � . The right hand side contains all integrals over the
remainder of the boundary, as the body surface and the bottom. The error analysis is carried out
in the Fourier space. We introduceK

ψ � k � ω � � � ∞$ ∞

� ∞$ ∞
ψ � x � t � e $ i 2 ωt $ kx 3 dx dt



4 ANALYSIS OF THE DIFFERENCE SCHEMES 15

and
ψ � x � t � � 1� 2π � 2

� ∞$ ∞

� ∞$ ∞

K
ψ � k � ω � ei 2 ωt $ kx 3 dk dω

with k the Fourier wave number in the x-direction and ω in the t-direction.

The Fourier transform for the Green’s funtion at the free surface becomesK
G � k � �  1

2 * k *
Application of the Fourier transform to (25) leads to� 1

2 	 1
g I ω2  2Uωk 	 U2k2 J K

G � k � � K
ψ � k � ω � �MLRHS � k � ω � (28)

It is convenient to define as transform of f in (26)K
F � k � ω � � LRHS � k � ω �K

G � k �
Transforming the solution at the free surface back into the physical space, leads to

ψ � x � t � � 1
4π2

� ∞$ ∞

� ∞$ ∞

K
F � k � ω �N
W � k � ω � ei 2 ωt $ kx 3 dω dk (29)

The dispersion relation for the continuous non-zero speed case becomes,N
W � k � ω � �  * k * 	 1

g
� ω2  2Uωk 	 U2k2 � � 0 (30)

and gives the following wave number for respectively k O 0 and k P 0

k � g 	 2Uω Q g
F

1 	 4Uω
g

2U2 and k �  g 	 2Uω Q g
F

1  4Uω
g

2U2

These wave numbers with the smallest absolute value are represented graphically in fig 6, they
will be compared with the ones resulting after applying panelisation of the integral and discretisa-
tion of the differentations. The solution ψ � x � z � t � is discretized over a free-surface grid of uniform
spacing ∆x in the x-direction. In this case we choose the collocation points in the centre of the
panel. The solution ψ � x � z � t � is also discretized in time using a uniform step ∆t. The discrete
form of (25) becomes as follows

1
2

ψ � xi � tn �@ 1
g

∞

∑
j 4 $ ∞ B ∂2

∂t2 	 2U
∂2

∂ξ j∂t 	 U2 ∂2

∂ξ2
j
C ψ � ξ j � tn � G∆x

� RHS (31)
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Figure 6: The wave number as function of the wave frequency, computed with the continuous
dispersion relation. For k O 0 the wave number with minus the root is given, and for k P 0
the wave number with plus the root is given. The other wave numbers approaches g

�
U 2, and

therefore become very large. The short waves belonging to these wave length do not exist in our
problem, because of the panel size.

where the integral of the Green function over the panel is

G∆x
� G∆x � xi  ξ j � � � ξ j

( ∆x
2

ξ j $ ∆x
2

G � xi  ξ � dξ

We shall now introduce the discrete Fourier tansform with respect to the x and t-coordinate asT
ψ � k � ω � � ∆x∆t

( ∞

∑
m 4 $ ∞

( ∞

∑
n 4 $ ∞

ψ � xm � tn � e $ i 2 ωn∆t $ km∆x 3
and

ψ � xm � tn � � 1
4π2

� ( π
∆x$ π

∆x

dk
� ( π

∆t$ π
∆t

dω
T
ψ � k � ω � ei 2 ωn∆t $ km∆x

where xm
� m∆x and tn � n∆t. The discrete convolution theorem states,

if am
� ( ∞

∑
m 4 $ ∞

bncm $ n then
T
a � 1

∆x

T
b
T
c

The semi-discrete Fourier transform of G∆x � xm � becomes after some arithmeticT
G � k � �  sin � Tkπ � 1

k2 � 1  ε � Tk ����� with ε � Tk � � ( ∞

∑
m 4 1

4
T
k3

m3 U 1 WVk2

m2 X 2

where we have introduced the dimensionless parameter,
T
k � k∆x

� � 2π � , the number of steps per
wavelength. The serie expansion for ε � Tk � converges very quickly.
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We apply the discrete Fourier transform to equation (31) and obtain� ∆x

2
T
G

 1
g

� 1� ∆t � 2

T
D 2 tt 3 	 U

2∆x∆t

T
D 2 t 3 TD 2 x 3 	 U2� ∆x � 2

T
D 2 xx 3 �!� T

ψ � ∆xT
G YRHS (32)

The right hand side is simplified by introduction of a function f defined by its transform YRHS �T
F

T
G

� � ∆x � . Making use of the aliasing theorem, relating the discrete transform with the continuous
transform T

F � ( ∞

∑
m 4 $ ∞

K
F � k 	 2πm

∆x
�

and the fact that the dispersion function
T
W is periodic, it can be shown that the following integral

representation for ψ can be obtained,

ψ � xm � tn � � 1
4π2

� ( ∞$ ∞
dk

� ( ∞$ ∞
dω

K
F � k � ω �T
W � k � ω � ei 2 ωn∆t $ km∆x 3 ' (33)

The dispersion relation
T
W � 0 becomesT

W � ∆x

2
T
G

 1
g

� 1� ∆t � 2

T
D 2 tt 3 	 U

2∆x∆t

T
D 2 t 3 TD 2 x 3 	 U2� ∆x � 2

T
D 2 xx 3 � � 0 (34)

with for the second order difference schemesT
D 2 t 3 � 3  4 e $ iω∆t 	 e $ 2iω∆tT
D 2 tt 3 � 2  5 e $ iω∆t 	 4 e $ 2iω∆t  e $ 3iω∆tT
D 2 x 3 � d 2 x 3$ 1 e $ ik∆x 	 d 2 x 30 	 d 2 x 31 eik∆x 	 d 2 x 32 e2ik∆x (35)T
D 2 xx 3 � d 2 xx 3$ 1 e $ ik∆x 	 d 2 xx 3

0 	 d 2 xx 3
1 eik∆x 	 d 2 xx 3

2 e2ik∆x 	 d 2 xx 3
3 e3ik∆x

where the values of d 2 xx 3 and d 2 x 3 depend on the type of difference scheme, upwind or central. In
analogy with the definition of

T
k we define

T
ω � ω∆t

2π , the number of steps per waveperiod.

The discrete dispersion relation can be written asT
W �  * k * π

T
k� 1  ε � Tk ��� sin � Tkπ �  1

g
� ω2

4π2
T
ω2

T
D 2 tt 3 	 2Uωk

16π2
T
ω
T
k

T
D 2 t 3 TD 2 x 3 	 U2k2

4π2
T
k2

T
D 2 xx 3 � � 0 (36)

This dispersion relation is the most general one. We have discretized both the space and the time
variable. It is also possible to derive relations for continuous time and discrete space variable etc.

For the computer program RAPID of Raven (1996) a comparison of the continuous and the
discrete dispersion relation can be carried out by writing them in the formN

W � k � � k0 U 1  2πFn2
∆x

T
k X and

T
W � k0 U 1  2πFn2

∆xLh � Tk � X (37)
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where k0 is the fundamental wave number, Fn2
∆x the panel Froude number and Lh � Tk � a function

including the Fourier transform of the Green’s function, the difference scheme for the derivatives
at the free surface, collocation points and the distance of the raised panels to the free surface. The
analysis is carried out by plotting Lh � Tk � as a function of

T
k. The intersection of the real part of

Lh � Tk � with the line 1
�
Fn2

∆x indicates the wavenumber of the discretized sheme and the imaginary
part of Lh � Tk � is proportional to the numerical damping. This can be done due to the special form
of their dispersion relation.

We shall write the zeros of the discrete dispersion relation in the following form

kd
� kc � 1 	 CR � ω � ∆t � ∆x � 	 iCI � ω � ∆t � ∆x ��� ' (38)

When the continuous wavenumber kc is negative the wave is travelling upstream and when kc
is positive the wave is travelling downstream. The discrete wave numbers are the roots of the
dispersion relation (36). The term CR indicates numerical dispersion, an increase (CR P 0) or
decrease (CR O 0) of the characteristic length of the associated waves. The term CI indicates
numerical damping (CI P 0) or numerical amplification (CI O 0). Usually one root is close to the
continuous wavenumber. Any secondary root away from the continuous wave number indicates
a spurious wave number. If the imaginary part of this root is positive, which means that the short
waves with that wavelength will amplify rapidly, numerical instabilities, wiggles will appear.

Zero-speed
To get insight in the method we first study the zero-speed case. In this case the continuous
dispersion relation (30) becomesN

W � k � ω � �  * k * 	 ω2

g
� 0 Z kc

� ω2

g
k O 0 (39)

We shall compare this result with discrete models where we either have continuous time and
discrete space or discrete time and continuous space or time and place discrete.

The discrete Fourier transform of the, continuous time and discrete space, dispersion relation
reads T

W �  * k * π
T
k� 1  ε � Tk ��� sin � Tkπ � 	 ω2

g
� 0 k O 0

In this case the analysis can be carried out in the same, however, we compute the zeros because
in the most general case this is the only way to do it. In figure 7(a) we see that if we take more
than 15 elements per wavelength, thus

T
k P 0 ' 007, the error due to numerical dispersion is less

then 1%. The numerical damping or amplification is zero for all
T
k. For the continuous space and

discrete time case we have the dispersion relationT
W �  * k *  ω2

g
1

4π2
T
ω2

U 2  5 e $ 2πi Vω 	 4 e $ 4πi Vω  e $ 6πi Vω X � 0 k O 0
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(c) Time and space discrete

Figure 7: The numerical dispersion CR and damping CI.

In figure 7(b), we see that
T
ω P 0 ' 025 seems a good choice. In the case of both space and time

discrete the dispersion relation becomesT
W � k � ω � �  * k * π

T
k� 1  ε � Tk ��� sin � Tkπ �  ω2

g
1

4π2
T
ω2

T
D 2 tt 3 � 0 k O 0

with T
D 2 tt 3 � 2  5 e $ 2πi Vω 	 4 e $ 4πi Vω  e $ 6πi Vω

In figure 7(c) we see that for
T
ω \ 0 ' 02 and 0 ' 04 \ T

k \ 0 ' 12 both the numerical dispersion and
damping are small.

Waves and current
In this section, we compare the continuous dispersion relation (30) with speed for waves travel-
ling downstream first, thus with the wave number:

kc
� g 	 2Uω Q g

F
1 	 4Uω

g

2U2 k O 0 � (40)

with the discrete one (36). We look at the waves with the continuous wave number computed
with minus the root (  �

). Waves with the 	 �
have for small speed a very large wave number

( ] g
�
U2), and therefore a very small wavelength. This wavelength is much smaller than the

panel size.

We use either central discretization for the first- and second-order x-derivative, in equation (35),

d 2 x 3n
� ^_a` 1 n � 1 1 n �  1

0 elsewhere
and d 2 xx 3

n
� ^bb_ bb` 1 n � 1 2 n � 0

1 n �  1
0 elsewhere

� (41)
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or upwind discretization

d 2 x 3n
� ^bb_ bb` 3 n � 0 4 n �  1

1 n �  2
0 elsewhere

and d 2 xx 3
n

� ^bbbb_ bbbb`
2 n � 0 5 n �  1
4 n �  2 1 n �  3
0 elsewhere

' (42)

In figures 8(a) and 8(b), we show the numerical dispersion CR and damping CI of these wave
numbers as function of

T
k. We see that for both discretizations for

T
k P 0 ' 08 both the numeri-

cal dispersion and damping are small, but there is more numerical damping using the upwind
scheme. The upwind discretization for ψxx, figure 8(c) alone, gives poor results. Upwind dis-
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(b) Upwind
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(c) ψxx upwind only

Figure 8: The numerical dispersion CR and damping CI for different difference schemes.

cretization for ψx alone gives nearly the same result as in the case that we take for both ψxx and
ψx upwind. We already mentioned the numerical instabilities which appear when we use central
discretization and increase the speed. These instabilities appear when the discrete dispersion has
an other root, larger than the original, therefore with a smaller wavelength. These secondary roots
will cause numerical instabilities when the imaginary part is larger than zero, see equation (38).
Using upwind discretization, the dispersion relation has one root, close to the continuous wave
number. All possible spurious wave numbers have a very large negative imaginary part, therefore
waves with that particular wavelength decay rapidly, or will not exist at all.

Using central discretization, the dispersion relation sometimes has two roots for one frequency,
see figures 9(a) and 9(b). The solid lines are the wave number of the continuous dispersion re-
lation, the same after we insert the results of figure 8(a) and 8(b) in (38). The root far from the
continuous wave number has a very large imaginary part, which means that the short waves with
that wavelength will amplify rapidly, therefore wiggles appear. Figure 9(a) shows, for instance,
that when

T
k � 0 ' 05 and U � 0 ' 6, wiggles are present for ω e 6, and are absent for ω P 6. The

wave number of the spurious roots indicates a wavelength of about two panels. Trefethen (1982)
explained that the group velocity, ∂ω

∂k of the waves is essential to the study the instabilities. Our
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Figure 9: The spurious wave number, as function of the frequency, for different
T
k, different

speeds U and for two values of ω, using central discretization.

problem is too complex to evaluate the group speed analytically, like Trefethen did. When look-
ing at the slopes of the curves in figures 9(a) and 9(b), we see that the group velocity of the
spurious waves is very small compared to that of the continuous waves. A small group velocity
means that the energy does not radiate away, thus that the wave amplitude will increase. To pre-
vent this type of instabilities Kim, Kring & Sclavounos (1997) apply a low-pass filter. Because
the consequences of a low-pass filter on the actual wave are unknown and upwind discretization
also prevent these instabilities, we will use upwind discretization. Figures 9(a) and 9(b) show
that the existence of wiggles is dependent on the frequency ω, the speed U and the grid size
∆x. The time step ∆t seems to be not important. We now try to find a condition dependent on
these quantities for which the wiggles are absent and thus the numerical scheme is stable. More
precisely, we have to find a condition for which the discrete dispersion relation (36) has a com-
plex root with a larger real part than the continuous root and with a positive imaginary part. It
is not possible to derive this condition analytically, therefore we look at conditions which are
mentioned in the literature. In figures 10(a) through 10(c), we try to derive a stability condition
assuming that

T
k and

T
ω are small enough to give an accurate representation of the first root, i.e.T

k P 0 ' 08 and
T
ω \ 0 ' 02, see figure 8.

In figure 10(a), we show the maximum value of ω for which there are no wiggles. Therefore,
for all frequencies under the lower line, for a particular U ,

T
k and

T
ω, the central discretization is

stable. We see that the condition is not only dependent on ω and U , but also of
T
k and therefore

of ∆x. It seems that the dependence on
T
ω and ∆t is not very important indeed. In figure 10(b),

we show the maximum value of the critical grid Froude number Fn∆x
� U

� �
g∆x for which

there are no wiggles as function of U . This grid Froude number is used by Nakos (1990) and
Raven (1996) in their analysis. In our analysis, the condition for stability seems to converge to
Fn∆x

� 0 ' 3, however it seems that there is still a dependence on the grid size or
T
k. More compu-
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Figure 10: The maximal values of several parameters for stable solutions

tations for smaller
T
k show the condition remains Fn∆x P 0 ' 3. In figure 10(c) we show the number

Uω
� � gTk � . From this figure, we can say that if Uω

� � gTk �jP 5 ' 5 the numerical scheme is stable.
However, for smaller

T
k this condition becomes inaccurate, which can be seen from the oscillating

behaviour of the plots for different
T
k. On the whole, we may conclude that the best condition is:

When the wave number is sufficiently accurate , thus
T
k P 0 ' 08 and

T
ω \ 0 ' 02, there is a chance

that wiggles appear when Fn∆x O 0 ' 3. Using central discretization for the second derivative and
upwind discretization for the first derivative, causes no numerical instabilities. The reverse, i.e.
upwind ψxx and central ψx causes the same instabilities as both central.

If the waves travel in the opposite direction relative to the current we obtain similar results. The
wave number becomes

kc
�  g 	 2Uω Q g

F
1  4Uω

g

2U2 k P 0 � (43)

with the discrete one (36), for k P 0. We use the same discretizations as in the previous section.
We only look at the wave numbers for which waves exist in the continuous case, thus for τ �
Uω

�
g P 0 ' 25. Figure 11 shows that the existence of wiggles upstream is also dependent on

the frequency ω, the speed U , the grid size ∆x. Figure 12 shows that the upstream side of the
problem satisfies the condition Fn∆x P ' 25. We mention that the spurious waves are travelling
downstream, probably because the numerical errors amplify with the current downstream.

Steady forward speed
An extensive study op the properties of the Dawson and RAPID scheme has been carried out by
Raven (1996). The dispersion relations for the 2D continuous and space-discrete case is written
down in (37). The operator Lh � Tk � contains the effect of the choice of the relative forward shift
(γ) of collocation point, the relative distance of the raised panels above the water surface (α) and
the choice of the difference scheme. First the case that no errors are introduced by the difference
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Figure 11: The spurious wave number,
as function of the frequency, for dif-
ferent

T
k, for

T
ω � 0 ' 01 and for different

speeds U , using central discretization.
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Figure 12: The maximum value of the
grid Froude number, as function of U ,T
k and

T
ω, for which the central discre-

tization is stable.

0

0.1

0.2

0.3

0.4

0.5

0 0.1 0.2 0.3 0.4 0.5

PSfrag replacements

T
k

ReLh k lk m , n ImLh k lk m
0 0 5

0 0 25

0 0 25

γ [ 0

4-point scheme

Dawson scheme

Lh k

(a) α o 0 p 5, no difference
scheme

0

0.1

0.2

0.3

0.4

0.5

0 0.1 0.2 0.3 0.4 0.5

PSfrag replacements

T
k

ReLh k lk m , n ImLh k lk m
0 5

0 25

γ 0

4-point scheme

Dawson scheme

Lh k

(b) α o 1 p 0, γ o 0 p 25

0

0.1

0.2

0.3

0.4

0.5

0 0.1 0.2 0.3 0.4 0.5

PSfrag replacements

T
k

ReLh k , ImLh k

0 5

0 25

γ 0

4-point scheme

Dawson scheme

Lh k lk m
(c) Spline S2 scheme

Figure 13: Lh � Tk � for several choices of parameters and schemes

scheme is studied. In figure 13(a) for a fixed value of α � 0 ' 5 and for different values of γ the
value of the real and imaginary part of Lh � Tk � are plotted against

T
k. The continuous case results

in the line Lh � Tk � � T
k. By visual inspection one sees that γ � 0 ' 25 is a good choice. If one draws

the line Lh � Tk � � 1
� � 2πFn2

∆x � one sees that the numerical dispersion is neglegible and the at the
spurious wavelength the damping is large. The conclusion for other values of α is the same.

In figure 13(b) the effect of raised panel compared with a conventional distribution is shown. One
sees that the raised panel method is superior even for the rather large value of α � 1 ' 0. One must
realize that if one takes α to large the condition number of the matrix, to be inverted, becomes
worse. If one takes

T
k P 0 ' 1 one sees that numerical dispersion is neglegible, while the damping

at the spurious mode becomes very large.

Sclavounos et al (1988) presented the results obtained by means of a spline scheme instead of
a difference scheme. Figure 13(c) shows that for their S2 scheme a good approximation of
the continuous case over the entire range is obtained. One must keep in mind that in practical
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applications the value of
T
k is chosen rather small to obtain sufficient accuracy.

5 Results and discussion
Some of the practical results obtained by the methods explained will be shown. The frequency
and time-domain methods explained in section three are used in the low speed region to com-
pute the added mass and damping coefficients for some ship hulls. We present some of the
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Figure 14: Added mass and damping coefficients for different water depth.

computational results for a 200kDWT tanker for which many experimental results are available
at MARIN. Results are shown for the surge pitch, heave and pitch component. There are also
results available for the rotational and coupling components. They are reported in the work of
Huijsmans (1996), Prins (1995) and Sierevogel (1998). In figure (14) we compare added mass
and damping coefficients at zero speed for several values of water depth. The drawn lines are
results obtained by Sierevogel. Measurements of Van Oortmerssen (1976) for a rather small keel
clearance are shown as well. The computations shown are carried out in the time-domain. With
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a special choice of the time signal for the forced motion the step response functions are obtained
first. The shown coefficients are obtained by applying a Fourier transform to these functions.
In this way a few computations are carried out to obtain the coefficients over a large frequency
range.

To compute the second order constant wave-drift force in head seas one has to compute the
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Figure 15: First-order motions in head waves, (legend for line styles see figure 14).

motion first. The second order drift force is well defined in the frequency domain. Hence, for
each frequency the computation of the motion has to be repeated. For this reason the efficiency of
the time-domain approach is less efficient. However to compute the second order low frequency
motion one also has to compute the so called wave-drift damping coefficient. To compute this
quantity one has to differentiate the wave-drift force with respect to the forward velocity at U � 0.
To carry out this differentiaton numerically one has to compute the constant wave-drift force at
low speed. This computation can be done by the program easely. A central difference scheme
for the differentiation at the free surface is appropriate as shown in section 4. For this particular
ship it is not advisable to use the Aranha (1994) approach.

bxx
�  ∂Fx

∂U *U 4 0 ] k0
∂Fx � ω0 �

∂ω0 	 4ω0

g
Fx � ω0 � (44)

To determine this approximation the values of the wave drift force at zero speed and its deriva-
tive with respect to frequency are sufficient. In the derivation of this formulation Aranha made
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several assumptions concerning the uniform behaviour of series expansions with respect to U .
For certain applications not all these assumptions seem to be valid. Especially the speed depen-
dent first order ship motions may destroy this uniformity. Near the peak of the wave-drift force
curve the linearization of the wave motion with respect to U can not be carried out due to near
resonance behaviour of the first order motions. For this reason numerical differentiation of the
wave-drift force is the only way out. First we show the first order motions in figure (15).

First we compute the wave drift force. In figure (16) the results for the tanker are shown for
several values of the water depth. The results shown in (17) are computations for three different
objects, namely a hemisphere, VLCC and a LNG-carrier. There are not much experimental
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Figure 16: Drift forces in head waves (legend for line styles see figure 14), 	 Wichers h � 206m,1 Pinkster h � 82 ' 5m and o Pinkster h � 1 ' 2T .
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Figure 17: Wave-drift forces with measurements of Wichers (1988) � .

results available for second order drift (or added resistance force) at low forward speed. The
measurements of Wichers (1988) presented here are carried out at zero forward speed.

For the computation of the second order low frequency motion the value of the damping must
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be available. This damping term consists of a viscous and a potential part. If the wave height
is large then the influence of the potential part becomes dominant, due to the fact that it is pro-
portional to the square of the wave height. So in survival conditions it is important to know its
value. In figure 18 the results are presented of computations of this damping coefficient. In the
first two figures also results are shown obtained by means of the formula (44) derived by Aranha
(1994). In the figure for the hemisphere the last part in (44) is presented as well. For the tanker
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Figure 18: Wave-drift damping with measurements of Wichers (1988) � .

the approximate results of Aranha are good for ω0 � L
�
g P 3 ' 2. The contribution of first order

motion terms to the wave drift force generates the large negative derivatives over the peak of the
force, this gives rise to the non realistic negative values of the approximate formulation. In many
severe operational conditions the values the results of Aranha can be used. The computed results
agree well with the mesurements carried out of Wichers (1988) for both ships.
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